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## Background

MAGMA - Matrix algebra on GPU and Multicore Architectures * performs calculations on GPUs and multicore CPUs for more efficient computations.

* supports matrix-matrix, matrix-vector, vector-vector, scalar-vector, and scalar-matrix operations
$>$ i.e. SGEMM- Single Precision General Matrix Matrix Multiplication
Tensors
* Tensors are mathematical data containers that represent multi-dimensional arrays of numerical values
> Have important applications in machine learning, electro dynamics, and other fields.
$>0$-rank tensor (scalar) $\quad>3$-rank $\left.\left[\begin{array}{c}\alpha \\ \alpha\end{array}\right]\left[\begin{array}{c}\hat{\alpha} \\ \hat{\beta}\end{array}\right]\left[\begin{array}{c}\alpha^{\prime} \\ \beta^{\prime}\end{array}\right]\right]$
$>$ 1-rank (vector)
> 4-rank


Tensor Multiplication
Non-batched $n$ - $D$ tensor multiplication

* Loop through the batches of $A$ and $B$ and perform ( $n-1$ )-D multiplication on the batches.
Batched 3D tensor multiplication
* Initialize 2D array (double pointer) and point to single arrays Each of 1D arrays stores 2D matrix. Allocate memory and compute 2D array without loops.

| stranspose transposes a 3-D tensor with a given permutation. <br> $>A: m \times n \times k$, and perm $=[2,0,1]$, then AT: $k \times m \times n$. |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A: $2 \times 3 \times 4$ | perm $=[0,2,1]$ |  | perm $=[2,1,0]$ |  |  |
| $A=\left[\begin{array}{llllll}1 & 2 & 3 & 4\end{array}\right.$ | AT: $2 \times 4 \times 3$ |  | AT: $4 \times 3 \times 2$ |  |  |
| 5678 | $A T=\left[\begin{array}{ll}1 & 59\end{array}\right.$ | [ 1317 21; | AT = [ $1113 ;$ | [2 14; | [315; [4 16; |
| $9101112]$, | 2610 ; | 1418 22; | 517 ; | $618 ;$ |  |
| [ 131415 16; | 3711 ; | $151923 ;$ | $921]$, | 10 22], | 11 23], 12 24]] |
| 171819 20; | 48 12], | $162024]$ ] |  |  |  |
| Figure 3: Example of 3-D transposition |  |  |  |  |  |



In general, we contract the last dimension of $A$ with the second to last dimension of $B$.


## Results

We evaluated the performance of MAGMA and TensorFlow. Vertical axes in both figures below represent the time elapsed, while horizontal axes represent the tensor size. Regarding the performance test shown in Figure 5, TensorFlow performs the best when tensor size is below 600 . It becomes the worst afterwards. While MAGMA SGEMM batched function is more efficient in larger tensor sizes.

Figure 6 indicates the better performance of MAGMA SGETT when tensor dimension becomes higher.


## MagmaDNN

* Neural Network Library

MAcMADNN
$>$ Native Tensor Capabilities
$>$ MAGMA computational backend
> Modularized

* Efficient Machine Learning Framework
- C++



## SWIG

* Wrapper Software
* Translates Coding Languages



## PyMagmaDNN

* Python interface for MagmaDNN
* Akin to TensorFlow or PyTorch
* Tensor creation and manipulation implemented


## Conclusion and Future Direction

## MAGMA

> SGETT provides a potential of using GPU to compute higher dimension of tensors efficiently, particularly in larger tensor size. We plan to evaluate SGETT performance on 5D tensor multiplication, and to find out feasibility of 4D tensor computation in batched approach
$>$ The transpose routine can be expanded upon (add 4D, 5D, etc), and the transpose option can be added as a SGETT parameter.
$>$ Other contraction methods can be implemented in SGETT
PyMagmadNN
> As a way to increase accessibility of MagmaDNN and to provide those in the ML community another resource, continual development and the completion of PyMagmaDNN is a high priority.
> Next steps include implementation of MagmaDNN's layer framework, model evaluation, and Tensor-Tensor operations.

